Chapter 10

Generating Phonetic Plans
for Connected Speech

The generation of connected speech involves more than the mere concate-
nation of word forms retrieved from memory. Words participate in the
larger gesture of the utterance as a whole, and the speaker’s phonetic plan
expresses this participation in myriad ways.

There are, first, morphological and segmental accommodations of vari-
ous sorts. A speaker will choose allomorphs that are tuned to the context.
In chapter 8 auxiliary reduction was given as an example. Speakers nor-
mally prefer I've bought it over I have bought it, and he’ll go over he will go.
They may also cliticize other elements to neighboring words. Small words
such as ro and of are reduced and cliticized under certain conditions, as in
I wanna go or a bottle’o milk. Segments may get lost, changed, or added at
word boundaries, as in jus fine for just fine and got [t§ Jou for got you. This
often goes with resyllabification at word boundaries. In short, the syllable
plans retrieved in connected speech often do not conform to the syllabifica-
tion of the individual words’ citation forms. This is because it is a main
function of phonological encoding to prepare for fluent connected articula-
tion. Long strings of spelled-out “citation’” forms must be translated into
fluently pronounceable strings of syllables.

Second, there is the speaker’s prosodic planning. Words participate in
the overall metrical structure of the utterance; they are grouped in smaller
or larger rhythmic phrases. This phrasal togetherness is realized by the
manipulation of the loudness, the duration, and the pitch of successive
syllables in the utterance, and by the insertion of pauses. The speaker will,
in particular, chunk his running speech in intonational phrases, which are
the domain for the assignment of pitch contours. In the speaker’s phonetic
plan, words participate in this melodic line, creating peaks or troughs when
they carry pitch accent. The melodic line is, in addition, expressive of
attitude and emotion over and above the propositional meaning expressed
in the utterance.
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The present chapter will review how prosodic plans for connected speech
are generated by the speaker, and how these affect the generation of word
form. These two aspects of phonetic planning are closely interwoven. It is,
for instance, impossible to generate a metrical structure for an utterance as
a whole without having access to the syllabicity of the constituent words. In
turn, however, the computed metrical parameters for the overall utterance
must eventually be realized in the phonetic spellout of the individual words.
There is a back-and-forth between stages of word-form spellout and stages
of prosodic planning. But very little is known about the processes involved
in the phonological encoding of connected speech.

- The chapter will begin with a rough sketch of a possible architecture
underlying the generation of connected speech (section 10.1). A Prosody
Generator figures rather centrally in this architecture. It produces incre-
mentally, and in close interaction with word-form spellout, the metrical
and intonational parameters of an utterance. These are, we will suppose,
eventually fed to the phonetic spellout procedures. After this global sketch
of the architecture we will turn to a more detailed treatment of the Prosody
Generator and of its metrical and its intonational planning (sections 10.2
and 10.3, respectively). Section 10.4 will discuss how the Prosody Genera-
tor affects the processes of segmental and phonetic spellout—in particular,
how it mediates in the syllabification and the segmental accommodation of
words in connected speech. o

10.1 A Sketch of the Planning Architecture

10.1.1 Processing Components
In the “blueprint for the speaker” (figure 1.1), the box labeled “phonolog-
ical encoding” represents a processor that is supposed to generate phonetic
plans for connected speech. Let us begin by filling that box with some
further details, as in figure 10.1.

The main input to phonological encoding is the unfolding surface struc-
ture. First, its terminal nodes with their diacritical parameters are pointers
to word-form addresses. The previous chapter outlined how these word
forms are retrieved from memory and transformed into phonetic plans.
The main steps in this process—morphological/metrical spellout, seg-
mental spellout, and phonetic spellout, are depicted on the left side of figure
10.1. Second, the surface phrase structure plays an important role in the
generation of phonetic plans for connected speech. It is the main input to
the Prosody Generator—a processing component that computes, among
other things, the metrical and intonational properties of the utterance.
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Figure 10.1
An outline of the architecture for the phonological encoding of connected
speech.

Additional input to the Prosody Generator is what we called “intonational
meaning” in chapter 8: rhetorical intentions, emotions, and attitudes. They
cause the Prosody Generator to select certain tunes and tones, and to set
key and register. Further essential input is the metrical spellout—i.e., each
word’s number of syllabic peaks, the location of the one that carries word
accent, and the word’s diacritical pitch-accent feature (if any). This, in
combination with the relevant phrase-structural information, suffices to
compute a metrical grid (see subsection 8.2.2) for the utterance, as well as
a pitch contour.

Some aspects of phonological encoding are under executive control.
Intonational meaning may perhaps be considered a form of executive
control. The speaker can also, within bounds, freely insert pauses and vary
the rate of speech. Speech rate is an important factor in phonological
encoding. Not only does it affect the size of phonological and intonational
phrases; it also has consequences at the segmental and phonetic levels, as
we will see. When speech is fast, phonetic spellout is affected across the
board. In the previous chapter we saw that Dell (1986) made the fruitful
assumption that speaking rate does not affect the speed of spreading
activation; it only affects the number of syllable frames to be filled per
second. More generally, we will assume that the rate parameter sets the
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speed of frame production at all levels of processing in phonological
encoding. In the terms activation-spreading: It determines how long a
“current” node stays current.

Let us now turn to the output of the Prosody Generator. It was argued
in the previous chapter that the address frames of phonetic spellout are
triggered by metrical spellout, each peak initiating the construction of a
syllable frame. This can now be further specified. Figure 10.1 expresses the
assumption that the string of peaks is channeled through the Prosody
Generator. The phonetic spellout procedure subsequently receives a highly
enriched signal. It specifies for each successive syllable frame its duration,
its loudness, and its contribution to the pitch contour. It also inserts
pauses. Phonetic spellout, then, is not the mere retrieval of a stored pho-
netic syllable plan; it is also a parametrization of that plan in terms of
duration, loudness, and pitch movement.

There is reason to assume that prosody generation also affects segmen-
tal spellout. Phrasal boundaries can become determinants of how a word’s
syllables will be spelled out. A good example is the French phenomenon of
liaison.* There are many French words in which the final consonant is, as
a rule, not pronounced (e.g.,tré(s), cour(t), peti(t)). But this final conso-
nant may fail to delete when the next word in connected speech begins with
a vowel (as in trés intelligent, court ajournement, petit enfant). This bears
some resemblance to what happens with the word an in English. As a
rule, its final /n/ is not pronounced, except if the next word begins with a
vowel (a ball, an animal, an intelligent animal). So far this just shows that the
segmental spellout of a word’s final syllable may be dependent on the onset
of the next word. This in itself is an important property of connected
speech; it shows that segmental spellout is not merely a word-internal
process but can be dependent on context. The case of liaison demonstrates,
in addition, that there are phrasal conditions on this context-dependency.
The following examples from Kaisse 1985 will illustrate this:
tres intelligent
(very intelligent)
tré(s) intelligent et modeste
(very intelligent and modest)

In the first of these examples there is normal liaison; the /s/ is pronounced.
In the second, however, there is no liaison if trés modifies the whole
conjunction intelligent et modeste, i.e., if the phrasal composition is (trés

* For an experimental study of liaison see Zwanenburg, Ouweneel, and Levelt 1977.
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(intelligent et modeste)). The phrase boundary between trés and intelligent
apparently blocks liaison in this case.* The precise formulation of the
phrasal relations that allow or block liaison is not at issue here (see Kaisse
1985 for a detailed analysis), but only the fact that phrasal relations
between subsequent words can, on occasion, affect their segmental spell-
out. It should, furthermore, be noticed that liaison (or, for that matter, /n/-
deletion in an) is, within broad limits, independent of speaking rate. They
are general phenomena of connected speech.

In summary: The Prosody Generator computes phrasal conditions rele-
vant to segmental spellout, as well as a range of prosodic parameters for
phonetic spellout. Before turning to these activities of the Prosody Genera-
tor in sections 10.2 through 10.4, we will consider where some further
phenomena of connected speech are generated in the framework of figure
10.1.

10.1.2 Casual Speech

It is essential to distinguish between phenomena of connected speech, of
casual speech, and of fast speech (Kaisse 1985). Connected speech need
neither be casual nor fast. There are general properties of connected speech
that arise independent of its speed or its formality. French liaison is such a
case, and so are many of the metrical and intonational phenomena to be
discussed in this chapter.

Casual speech differs from formal speech, but it need by no means be
fast. There is slow casual speech, just as there is fast formal speech. Casual
speech is a register,! a variety of the language, which may have characteris-
tic syntactic, lexical, and phonological properties. A speaker may or may
not have several such registers at his or her disposal (“motherese” and
“telegraphic speech’ are two examples). In casual talk the speaker is biased
not only toward using a particular subset of his lexicon (e.g., cop rather
than policeman) but also toward using particular allomorphs (e.g., I've
rather than 7 have). We will assume that not only the former lexical choices
but also the latter allomorphic ones are made during grammatical encod-
ing. In other words, they are indicated at the level of surface structure, and
hence are contained in the input to phonological encoding. The surface
structure’s terminal nodes point to the intended ““casual” forms.

* But one wonders what Kaisse’s data base for this claim was. Native speakers of
French seem to have difficulties with the particular example.

tThis use of the term register should not be confused with the notion of pitch level
discussed in chapter 8.
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Still, some aspects of casual speech have their origins in phonelogical
encoding itself. When a speaker says lea’me alone, he is not using a casual
allomorph of leave, but rather deleting a syllable-final consonant. This is,
no doubt, a casual-speech phenomenon that arises at the level of word-
form planning. We will, however, assume that phonological phenomena of
casual speech are only indirectly caused by the casual register. The casual
register allows for much faster speech than the formal register, and it is
only at high rates that forms like lea’'me alone arise. The proximal cause of
such phonological phenomena is therefore rate, not casuality of register.
Hence, the present chapter should concentrate on general phenomena of
connected speech and of fast speech only.

10.1.3 Fast Speech A

Among the most prominent properties of fast speech are reduction and
assimilation. Reductions can arise at different levels of processing. A speak-
er can increase his rate of communication by generating short messages,
by using a telegraphic register, and/or by accessing reduced (casual) allo-
morphs. All this is planned above the level of phonological encoding.

A speaker can also gain speed by reducing small unaccented words, such
as pronouns and prepositions: Give’'m attention, Think o’money. Such
reductions may originate at the level of segmental spellout, following some
very general rules of reduced spellout. These rules are sensitive to the
character of immediately adjacent elements (e.g., a bottle o’'milk but not a
bottle o’applejuice) and to prosodic phrase structure (e.g., Think o’'money
but not What are you thinking o’? Money?).

Speed can also be gained by reducing segments across the board. A
speaker can, for instance, reduce all word-initial unstressed vowels, as in
ptato or ' mato (Zwicky 1972). This depends neither on adjacent words nor
on phrase structure. There are, however, restrictions on the kinds of new
clusters that arise. For instance, m’ternal and r’member are unlikely reduc-
tions (Zwicky 1972; Kaisse 1985). These restrictions are, however, not
phonotactic in the sense that only well-formed onset clusters are allowed;
/pt/ and /tm/ are ill formed as syllable onsets in English. It is likely,
therefore, that this kind of reduction takes place after the syllable plans are
addressed. The correct syllables ([pa], [ta]) are addressed, but these un-
stressed syllables are given such minimal settings for their duration and
loudness parameters that their vowels just about disappear in articulation.
Why such extreme minimal settings are not possible for [ma] or [ri] is
unclear, but it probably has to do with the high-sonorous onsets of these

syllables.
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To sum up: There can be reduction at all three spellout levels. The
surface-structure input can induce morphological spellout to address re-
duced allomorphs, segmental spellout can generate reduced forms follow-
ing general structure-dependent rules, and phonetic spellout can be subject
to extreme parameter settings for the duration and loudness of a syllable.

Assimilation is a quite general phenomenon in connected speech, but it
spreads wider in fast speech than in slow speech. It involves the change of
some segment under the influence of another one, and the change makes
the two speech sounds more similar. The phrase ten books, for example, is
pronounced as [tem buks], where /n/ assimilates to the adjacent /b/ by
adoptingits bilabiality feature. Most forms of assimilation are to be located
at the segmental spellout level. There can be substantial structure depen-
dency in assimilation, as is testified by the much studied case of wanna (the
assimilation of want and t0). Assimilation is possible in Who do you want to
(wanna) succeed, but not in Who do you want to succeed you? (Dogil 1984).
(See also example 9 below.) The dependency on phrasal relations, however,
is quite different for different kinds of assimilation. This will be taken up
again in section 10.4.

Assimilation should be distinguished from coarticulation. Adjacent
speech sounds interact because of the physiology and the mechanics of
articulation. These interactions become more intense at higher speech
rates; they depend on the time allotted to the articulation of syllables. These
parameters are set at the phonetic spellout level. Coarticulation, therefore,
occurs at the same level as the vowel reduction in p’tato, discussed above.

Reduction and assimilation often combine with cliticization, which is
also widespread in connected speech but which is especially prominent
when talk is fast. Cliticization consists of adjoining reduced materials to
immediately adjacent words. The assimilation wanna above is such a case.
Cliticization is necessary where a reduced morpheme has no syllabicity of
its own. The allomorph -ve in I've and you’ve is nonsyllabic; it generates no
peak in metrical spellout. It cannot be a free-standing word. It must,
therefore, attach to the preceding word during segmental spellout. The
result is a phonological word. The domain of segmental spellout is the
phonological word (Nespor and Vogel 1986). The Phrase I've is not spelled
out for I and have and subsequently reduced. It is, rather, the phonological
word I've that is spelled out (as /arv/). By and large, each word form
pointed to by the surface structure is a phonological word, with nonsyllabic
allomorphs as a main exception. In addition, new phonological words can
arise during phonological encoding, with cliticization as a main case. The
Prosody Generator computes these new phonological words on the basis of
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phrasal configurations in surface structure and syllabicity information
from metrical spellout. It can also decide to further reduce and adjoin
elements, even if they are both syllabic. The above assimilation wanna is
such a case; it has become a single phonological word, and it is spelled out
as such during segmental spellout.

These few remarks on fast speech have served to provisionally localize
some major phenomena of fast speech, such as reduction, assimilation, and
cliticization, in the framework of figure 10.1. More definite conclusions
about the origins of these phenomena during fluent speech await thorough
process analyses. Only when we understand the structure that controls the
generation of connected speech will we be able to propose a more definite
partitioning of the system.

10.1.4 Shifts | 7
Another phenomenon to be localized in the scheme of figure 10.1 was
already touched upon in chapter 7 in the discussion of Garrett’s (1982)
example:

(1) Did you stay up late vEry last night?

Garrett called this kind of speech error, where a word jumps over one or
two adjacent ones, a shift. Garrett’s view of shifts, with which I concur, is
that they are caused not at the level of grammatical encoding but during
phonological encoding. Shifts ignore the syntactic-category constraints
that are so characteristic of word exchanges. The interchanged words in
example 1, very and late, are of different syntactic categories, and so are it
and making in the following example (from Stemberger 1985a):

(2) We tried it mAKking ... mAKking it with gravy. :

Here it is a closed-class word (i) that is anticipated; an open-class one is
jumped over. Garrett observed that closed-class elements (such as pro-
nouns, prepositions, and articles) predominate in shifts, and this also holds
for Stemberger’s data.

Where can shifts be located in the framework of figure 10.1? My sugges-
tion is in the transition from surface structure to morphological/metrical
spellout. As surface structure is incrementally produced, its terminal point-
ers become available “from left to right.” They will be fillers for successive
address frames, and each completed address will occasion the retrieval of
an item’s morphological/metrical form information. Even if the surface
structure’s terminal elements are generated in impeccable order, a “later”
element may happen to be spelled out more rapidly than an earlier element.
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One would expect such anticipations especially in the case of highly fre-
quent words, whose forms are more easily accessed than the forms of rare
words. Stemberger (1985a) confirmed this prediction. It should, in addi-
tion, be noted that closed-class words are very high in frequency, which
accounts for their preponderance in shifts.

One consequence of order reversals in morphological/metrical spellout is
that there is a concomitant reversal of order in the metrical patterns
received by the Prosody Generator. This predicts that a shifted word’s pitch
accent will stick to it, and that is what one observes in examples 1 and 2.

- Garrett (1982), Cutler (1980a), and Stemberger (1985a) observed and
confirmed this property of shifts. It contrasts with errors in grammatical
encoding, which, as we saw in subsection 7.1.2, usually show stranding of
pitch accent.

Misordering at the level of morphological/metrical spellout can prob-
ably also account for affix shifts, as in the following (from Garrett 1982):

(3) I had forgot abouten that

Here the affix of forgot-ten jumped over about, to which it attached.
Presumably, the two morphological spellout procedures for forgotten and
about ran more or less in parallel. The morpheme about became available
just after the stem forgot, and just before its suffix ten. If this account is

- anywhere near correct, however, it is still surprising that such sublexical
shift errors are not much more frequent in fluent speech.

This completes the initial sketch of the phonological encoding architec-
ture underlying the generation of connected speech. The following three
sections will deal more specifically with the workings of the Prosody
Generator.

10.2 The Generation of Rhythm
The rhythm of connected speech appears in the alternation of more or less
stressed syllables and the insertion of pauses. There are several ways in
which a speaker can stress a syllable. One is to make it louder than
neighboring syllables, another is to stretch it in time, and still another is to
give it an accenting pitch movement. Though independently variable, these
three tend to go together. It makes sense, therefore, to begin by considering
the generation of rhythm at a fairly abstract level, namely as the generation
of a pattern of stresses and pauses. This abstract pattern was called metrical
structure in chapter 8.

Let us recapitulate what kinds of metrical structure are built by the
speaker. There are, first, the words, with their internal stress patterns. The
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basic stress patterns are retrieved from memory during metrical spellout.
One of a word’s syllables is marked for word accent; it will attract pitch
accent, if there is to be any. In addition to retrieved words, the Prosody
Generator will have to deal with other phonological words created by
cliticization. Second, there are phonological phrases to be built. They can
be seen either as “absolute” prosodic units—successive stretches of speech
leading up to lexical (nonpronominal) heads-of-phrase (Nespor and Vogel
1986)—or as “relative” units leading up to stronger or weaker break
options (Selkirk 1984a). Third, there are intonational phrases. One could
say that they run from one actual prosodic break (i.e., a taken break option)
to the next. These phrases are the domain for the assignment of meaningful
pitch contours. There is, finally, the utterance as a whole, which may have
utterance-initial or utterance-final metrical properties relevant to turn-
taking, such as anacruses or utterance-final lengthenings.

A main principle for a processing theory of rhythm is that, at all these
levels, production should take place incrementally. This means that the
metrical pattern should be created as surface phrase structure and morpho-
logical/metrical spellout become available. The Prosody Generator should
not buffer large amounts of input in order to make current decisions
dependent on later materials. It should, rather, be able to work with very
little lookahead. In the following we will successively consider the metrical
planning of (phonological) words, of phonological phrases, and of intona-
tional phrases from this incremental point of view. We will then turn to
aspects of timing, i.e., the duration of segments and syllables in the contexts
of words, phrases, sentences, and larger units, and finally to the issue of
isochrony, i.e., the presumed regular temporal spacing of stressed syllables
in the connected speech of “stress-timed” languages.

10.2.1 Phonological Words ‘

In speakers of languages (such as English) that have limited lexical pro-
ductivity, the basic or “citation” metrical pattern of most words is stored in
the mental lexicon. This metrical pattern is one of the first features to be
spelled out in word-form access. The Prosody Generator accepts it as the
basis for further metrical processing. If the lexical pointer to the form
address has the diacritical feature “pitch accent”, this information is also
transmitted to the Prosody Generator. A first task, then, is to translate this
information as an extra beat on the peak that carries word accent. This
procedure is exemplified in the following, which depicts the pitch accenting
of California: ‘
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(4) Basic metrical grid Pitch-accented grid
X
X X
X X X X
X XX X - XXX X
Ca li for nia Ca li for nia

In this example the word California is written out for convenience only; the
adjustment of the metrical pattern can be made before the individual
syllables have been spelled out.

In subsection 10.2.2 I will argue that this accenting operation needs no
lookahead whatsoever—i.e., that it can be done incrementally, as new
words are metrically spelled out. This is slightly different for operations
that prevent stress clashes. In chapter 8 the example phrase abstract art was
given, which is pronounced with alternating stress— Abstract Art—in spite
of the fact that the “citation” accentuation of the adjective is abstrAct. A
“beat movement” (Selkirk 1984a) prevents a stress clash between two
adjoining syllables. The same type of beat movement can be observed in the
phrase sixteen dollars. The stored accent pattern for the constituent words
are sixtEEn and dOllars, but in the phrase there is alternating stress: sIxteen
dOllars. This movement operation is depicted in the following:

(5) Beat movement @) (i1)
X X X X
X X X X X X X X
X X X X - X X X X
six teen dol lars six teen dol lars

Beat movement does require some minimal amount of lookahead. It is of
two sorts. First, since the condition for the shift is a threatening succession
of two stressed syllables in subsequent words, the metrical pattern of the
second word must be at hand in order to effectuate a beat movement in the
first one. This requires that the Prosody Generator minimally buffer the
metrical patterns of two subsequent words (but see subsection 10.2.2). Of
course, it does not always do so. But if it doesn’t (because of a high speech
rate, or for some other reason), there will be no beat movement. Second,
there are phrasal restrictions on beat movement. If the utterance to be
developed is

(6) Dimes I have sixteen, dollars just one

there will be no beat movement. It is prevented by the phrase boundary
following sixteen. This shows that the input for the beat-movement opera-
tion is not only the metrical structure of two consecutive words but also
phrasal information. The latter information is quite local in nature, how-
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ever, The only relevant feature is whether or not there is a phrasal boundary
following the first word of the pair (and if so, of what kind it is).

The Prosody Generator can also create new phonological words by
cliticization. Unstressed closed-class words are easily cliticized to adjoining
open-class words, and the tendency to cliticize increases with the rate of
speech. The sentence They have it will normally be uttered with it cliticized
to the lexical head of phrase have—i.e., with have-it as a single phonologi-
cal word. The phonological word is the domain of syllabification. The
phonetic spellout for have-it will not consist of the sylables [hev] and [it],
but of [h&] and [vit]. '

Can cliticizations be incrementally generated? That is, can the Prosody
Generator produce these phonological words without lookahead? Let us
begin with the dominant case of enclitics (cases where the “little” word
follows the “big” word to which it adjoins). The above have-it is an
example. In English, most enclitics derive from unstressed monosyllabic
closed-class words, particularly pronouns, auxiliaries, and particles. But
there are two cases to be distinguished: '

(i) Cliticization is, of course, obligatory or necessary when the “little”
element is nonsyllabic. This is generally the case for cliticized auxiliaries. It
was suggested above that auxiliary forms such as 've and ‘// are allomorphs
of the full forms. These allomorphs are already referred to by appropriate
lexical pointers in surface structure, and are directly addressed at the level
of morphological/metrical spellout. The metrical pattern of such an ele-
ment is empty, since these morphemes have no syllabic peak. The only
thing to be done by the Prosody Generator is to add the empty element to
the previous nonempty one. Having access to the developing surface-
structural information, the Prosody Generator recognizes the empty ele-
ment as the metrical realization of a particular lexical pointer. It is in
this way that phonological words such as I've and you’ll arise initially.
At the next stage, the Prosody Generator must occasion the correct seg-
mental spellouts of these prosodic words. The recognition of such nonsyl-
labic elements, and the subsequent decision to adjoin them to their pred-
ecessors, is obviously a completely local affair; there is no relevant “later”
information. This conelusion leaves unimpeded the possibility that, during
grammatical encoding, the choice of such an allomorph might depend on
the following syntactic context. Compare, for instance, the sentences 7 and
8, which are derived from an example in Pullum and Zwicky 1988:

(7) 1 know where it’s located

(8) I know where it is
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In sentence 7, the nonsyllabic allomorph is generated. However, sentence 8
requires the full form; I know where it’s is ill formed. This difference
suggests that later context can be relevant for the choice of allomorph.*

(if) When the “little” word is syllabic and can stand alone as a phonologi-
cal word, the Prosody Generator can still cliticize it to the foregoing “big”
word. A much-studied case is the infinitival particle to. It is easily cliticized
in a sentence like the following:

(9) Who do you want to see?
/wonta/
/wona/

Here the new phonological word want-to is formed, which becomes spelled-
out as /won-ta/ and, by further reduction, as /wona/. This kind of to-
cliticization is quite general (consider oughi-to, used-to, and supposed-to, all
of which show resyllabification, testifying to their status as phonological
words). Still, the Prosody Generator cannot leave it at completely local
decisions, i.e., decisions involving only the pair X + ro. This is apparent
from example 10, where the same pair, want to, cannot be adjoined:

(10) Who do you want to see this memo?

Examples 9 and 10 are from the work of Pullum and Zwicky (1988), who
present a concise review of the extensive literature on to-contraction. The
upshot of this literature is that there are phrase-structural conditions on the
cliticization of infinitival to. The Prosody Generator must refer to surface
structure in order to decide whether these conditions are fulfilled. How-
ever, the main question for our present purposes is whether these are local
conditions or whether they can involve much later parts of surface struc-
ture. Pullum and Zwicky conclude their review of the evidence with the
statement that ‘““a very small portion of the surface syntactic context, local
in terms of both adjacency and bracketing . . . is relevant for the determina-
tion of whether a given word sequence can have the contracted pronuncia-
tion.”” In other words, little lookahead is required for the Prosody Genera-
tor to cliticize these structure-dependent cases. It should be added that for
other varieties of encliticization, as well, there is no convincing counterevi-
dence against this locality assumption.

The situation is only slightly different for procliticization, where the
“little” word is adjoined to the following “big” word. This is far less
widespread in English. The pronoun it in subject position can, in certain -

*Because is is an auxiliary in sentence 7 only, there is also a local syntactic
difference.
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dialects of English, adjoin to the following auxiliary or main verb, asin 't is
winter or 't went away. And there are dialects of English in which one can
adjoin an indefinite article to the head noun (as in anapple, which then
becomes syllabified as [s-nzpl]). Utterance-initial conjunctions, as in And
go now, can also procliticize: Ngonow. These kinds of cliticization, of course,
require a lookahead of one word, but probably no more. The phrase-
structural condition on procliticization is probably just the absence of a
major phrase boundary right after the potential clitic. Cliticization blocks
in a sentence such as John, who hated it, went away, where [twent] cannot be
formed.* The one-word metrical and structural lookahead required here is
the same as the minimal lookahead required for beat movement. And if this
lookahead fails (for instance, because the “big" word is not retrieved in
time), there will be no procliticization. The speaker will say it — went away,
not 't — went away. ; .

In conclusion: The speaker can generate phonological words incremen-
tally. The phrase-structural and metrical conditions for cliticization are, it
seems, locally available; a lookahead of no more than one word is required.

Two further closing remarks should be made on the generation of
phonological words. The first one concerns the distinction made above
between reduced auxiliaries and clitics of other kinds. Auxiliary clitics, such
as 've and ’ll, it was argued, are indicated at the surface-structure level.
Their lexical pointers have a diacritic feature that selects for the reduced
allomorph. The reduction of most other small elements, such as ¢o0 and it,
was not treated as allomorphic; it was considered purely a matter for the
Prosody Generator. Why not include the auxiliaries in this more general
“late” account of reduction and cliticization? Kaisse (1985) gave various
reasons for giving a lexical account of auxiliary reduction. A first one is that
the reduced forms of auxiliaries are irregular, and therefore are probably
stored as such. Take, for instance, the reduced forms of will and would: Il
and ‘d. No other English w-words reduce in this manner. (It would yield
something like ‘ch for which.) A second reason is that there are slight distribu-
tional differences between the full and reduced forms of auxiliaries, testify-

*In addition to the phrase boundary after ir, there are two other factors that might
preclude cliticization here. First, it is not the subject of went away. Second, there is
no c-command relation between ir and went. A surface-structure constituent 4
c-commands a constituent B if, of every constituent of which A4 is a proper part, B
is also a proper part, but without B’s being a proper part of 4. Kaisse (1985) argues
for the role of c-command conditions on cliticization. Both factors, however, are
strictly local in surface structure.
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ing to their lexical status. One can say Where's the lions?, but there is no
correct slow-speech equivalent Where is the lions?

The other remark concerns the difference between inflections and clitics.
If a reduced auxiliary is treated as a spelled-out morpheme that becomes
cliticized, why not treat inflections in just the same way? To produce the
form walked, there should be two lexical pointers in surface structure: one
for the stem walk and one for the past inflection -d. The Prosody Generator
would then encliticize the latter to the former, and induce the regular
segmental spellout /wokt/. This would indeed be very similar to the produc-
tion of I've. When inflections are treated as just a kind of closed-class .
elements, one also has an easier account of inflectional-shift errors, such as
Garrett’s example I had forgot abouten that. The inflection en shifts, just as
any closed class element can shift. Still, there are strong reasons for dis-
tinguishing inflections from clitics. These reasons are reviewed by Zwicky
and Pullum (1983). Among them are the following: (i) Clitics are not
very ‘“‘choosy” about their hosts, whereas inflections are. The clitic auxil-
iary ’s can attach to any kind of host, not only to a subject noun or
pronoun. Here it adjoins, for instance, to a preposition: The person I was
talking to’s going to be angry with me. Inflectional suffixes, in contrast,
attach only to a specific host category. Plural s, for instance, attaches only
to noun stems. (ii) There is much irregular inflection (give — gave) but no
irregular cliticization. (iii) Clitics can attach to other clitics, as in I'd’ve done
it, but inflections cannot attach to inflections (except in speech errors such
as people read the backses of boxes). These and other reasons make it
necessary to distinguish carefully between the etiologies of inflections and
those of clitics. ‘

10.2.2 Phonological Phrases, the Grid, and Incremental Production

As the surface structure unfolds “from left to right,” the speaker incremen-
tally constructs phonological words. Can he also incrementally group these
words into larger prosodic phrases—in particular, into phonological and
intonational phrases? In this subsection I will argue that this is almost
always possible, in spite of a theoretical counterargument. The speaker can
normally construct these phrases without much “preview” of later surface
structure. Let us begin with phonological phrases.

Chapter 8 presented a strict view and a more lenient view of phonological
phrases. On the strict view (Nespor and Vogel 1986), an utterance is a
concatenation of phonological phrases. They are, roughly, defined as
stretches of speech leading up to and including a lexical head of phrase. The
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more relativistic conception (Selkirk 1984a) is that the phonological phrase
is a stretch of speech leading up to a weaker or stronger “‘break option.” Let
us consider the incrementality issue from both points of view. We will begin
with the strict view, and consider example 3 of chapter 8, repeated here as
example 11: ‘

(11) //The detective /1 remembered //2 that the station /3 could be entered
/4 from the other side as well //5.

~ All single and double slashes indicate phonological phrase boundaries.
As a first approximation, the incremental construction of a phonological
phrase by the Prosody Generator can be straightforward:

Main Procedure Concatenate phonological words until one appears that
is or contains a lexical head of phrase (i.e., head of NP, VP, or AP).
‘Terminate the phrase right after that phonological word, except if the
conditions for the Coda Procedure apply.

Ignoring for the moment the Coda Procedure, we can observe that this
Main Procedure gives the correct result for positions /1 through /4: detec-
tive, remembered, station, and entered are lexical phrase heads. The head-
of-phrase function is locally indicated in the developing surface structure
(see subsection 5.1.3). The procedure requires no preview.

There is a problem, however, for the last phonological phrase. Its lexical
head is side, but the phrase continues till after as well. How does the
Prosody Generator know that the phrase should not be ended after side?
Should it, for instance, know that there is no further lexical head of phrase
in the offing? That would be a “preview” requirement.

That, however, is not necessary. The local surface-structural informa-

tion (i.e., just between side and as) tells the Prosody Generator that (i) the
current PP is finished and (ii) the new phrase is not a VP, a PP, an AP, or
an NP, This suffices to add any newly created phonological words to the
current phonological phrase. And it involves, again, strictly local informa-
tion. The more general formulation can be the following:
Coda Procedure If a phonological word containing a lexical head of
phrase completes that major constituent but is followed by a minor consti-
tuent boundary (i.e., not a VP, a PP, an AP, or an NP boundary), then add
the following phonological words to the current phonological phrase until
no more words follow or until a major constituent begins.

In sentence 11, this procedure will add the minor constituent as well to the
current phrase from the other side. It will, in fact, complete it, since no more
words follow. But the speaker might have continued with, say, through a
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gate. In that case he would have had to round off the current phrase after

~ well and begin a new one, because through opens a major (PP) constituent.

The Main and Coda Procedures guarantee incrementality of phonolog-

ical phrase construction for most cases. One remaining problem concerns

“nonlexical’” heads of major constituents—in particular, pronoun heads of
NPs. What, for instance, if example 11 had ended as follows?

| 4 from the other side of it //5

The coda procedure does not apply here, because a new major constituent
begins after side: the PP of it. Still, of it cannot be an independent phonolog-
ical phrase, because its NP has (and is) a “nonlexical’ head: the closed-class
word it. So, it is to be added to the current phrase. But to decide this, the
Prosody Generator should be able to “preview” the upcoming nonlexical
head it. There are at least two possible reactions to this problem. The first
one is to consider side-of-it as an encliticization, i.e., as a single phonolog-
ical word. In that case the Main Procedure will build the correct phono-
logical phrase. The phonological word side-of-it contains a lexical head
of phrase (side); hence, the boundary follows that phonological word.
Whether this solution suffices remains to be seen. It may, in particular, not
be the case that encliticization of such phrases materializes in slow speech.
A second reaction could be this: Major constituents with nonlexical heads
tend to have this head in first or second position ( saw it, or I heard of it),
because pronouns do not take complements to the left. The preview re-
quired, therefore, spans no more than two closed-class words, i.e., two
syllable peaks.

Our provisional conclusion, therefore, is that phonological phrases can

' be incrementally produced. No substantial buffering of surface structure is
required. The phrases can be produced as the surface structure unfolds
““from left to right.”

Let us now turn to the “lenient” view of phonological phrases. It should
be remembered (see chapter 8) that in Selkirk’s (1984a) theoretical frame-
work the phonological phrase is only a derived notion. What really matters
is the distribution of “‘silent beats” over the between-word positions of the
metrical grid. When two words are separated by many beats, one can speak
of a phonological phrase boundary. The number of silent beats between
words is determined by a variety of factors, which we called ‘“break
options.” According to the theory, the main break options are the end
of an intonational phrase; the end of a sentence constituent; the end of a
multiword NP, VP, PP, or AP; after a lexical head of NP, VP, or AP; and
after a content or open-class word (see subsection 8.2.2). If each of these
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factors contributes one silent beat when it applies, the sentence Mary
finished her Russian novel displays the following distribution of silent beats:

(12) Mary xxxx finished xx her Russian x novel xxxxx

The size of the beat strings determines whether particular metrical phe-
nomena can take place. For instance, stress clashes between adjoining
words will be prevented (by beat movement) only if they are separated by
no or few beats. The size of the strings also determines the use of various
boundary markers, such as pitch movements, pauses, glottal stops, and
syllable lengthening. (For a systematic study of these boundary markers in
reading that strongly confirms the relevance of the just-mentioned factors,
see de Rooy 1979.)

The issue of incrementality now involves two questions: (i) How much
lookahead is needed for the Prosody Generator to insert the correct num-
ber of silent beats between one word and the next? (ii) How much look-
ahead is needed to compute each new word’s stress level? Let us take up
these questions in this order.

The number of silent beats inserted after a word depends on the number
of prevailing break options. For each of the options we should, therefore,
ask: Can it be locally recognized, or does it need structural lookahead? The
least obvious factor in this respect is the first one, end of intonational
phrase. We will return to it in subsection 10.2.3, where we will conclude that
its status as a factor is circular. The end of a sentence constituent—i.e., a
constituent immediately dominated by S (subject phrase, predicate phrase)
—is locally given in surface structure. This also holds for the end of a
multiword NP, VP, AP, or PP; the Prosody Generator must remember only
that the phrase was multiword. Lexical heads of NP, VP, and AP are also
immediately recognizable as such as the surface structure unfolds, and so
are content-word lemmas. This means that, at the end of each word, the
Prosody Generator can, without preview of later surface structure, deter-
mine which of these conditions are fulfilled. The answer to the first question
is, therefore, that the distribution of silent beats can be incrementally
computed. ,

The second question requires discussion of the metrical processes in-
volved in the generation of a metrical grid. Take beat movement, demon-
strated in example 5 with the generation of sIxteen dOllars. According to
Nespor and Vogel (1986), the domain of beat movement is the phonolog-
ical phrase; i.e., there will be no beat movement if the two words are
separated by a phonological phrase boundary, as in sentence 6. In terms of
grids, a separation by two or more silent beats will probably suffice to block

Levelt, W. J. M. Speaking: From Intention to Articulation.
E-book, Cambridge, Mass.: The MIT Press, 1989, https://hdl.handle.net/2027/heb08442.0001.001.
Downloaded on behalf of 3.147.74.211



Chapter 10 382

beat movement. The Prosody Generator can compute the beat movement
for the first word if it knows this word’s stress distribution, the number of
silent beats following the word, and the second word’s stress distribution.
Since the silent beats are computed without lookahead, the only preview
required is the second word’s metrical form. Can it be known with just a
one-word lookahead? It can in most cases, though it is theoretically not
obvious. The case would be trivial if beat movement were to depend only on
the “citation” metrical patterns of the two words involved. In that case, a
preview of the next word’s metrical spellout would suffice for the Prosody
Generator to take a decision on beat movement. But according to Selkirk’s
theory, beat movement applies to materials that are already metrically
processed to some extent, not to the spelled-out base forms. If this prepro-
cessing is a condition for beat movement, one should first find out how
much lookahead the preprocessing requires.

This preprocessing, called rext-to-grid-alignment by Selkirk, involves
various kinds of stress-assignment rules. For our present purposes we can
refrain from reviewing most of them. With only two exceptions, they
concern the composition of the citation forms of words, including word
compounds. We are, however, assuming that the native English speaker has
these basic patterns stored for all words he uses, except the extremely
infrequent ones. A speaker can probably apply the rules when he forms a
brand-new word, but normally he won’t have to refer to them in his
incremental phonological encoding. The two exceptions are the *“Pitch-
Accent Prominence Rule” and the “Nuclear-Stress rule.”” Can these rules
be applied incrementally?

The Pitch-Accent Prominence Rule says that a pitch-accented syllable
should be more prominent than any syllable that is not associated with
pitch accent. Moreovcr, this rule overrides any other metrical rule.

This latter addition makes the rule very simple to apply in incremental
fashion. When the Prosody Generator receives the basic metrical pattern of
a pitch-accented word, it will process the diacritical pitch-accent feature
by adding one or more extra beats to the syllable carrying word accent. This
was already discussed (see example 4). In order to apply the rule correctly,
the Prosody Generator must take care of two things. First, so many extra
beats have to be given to the pitch-accented syllable that it is more promi-
nent than any earlier non-pitch-accented word in the current intonational
phrase. This requires a record of previous stress assignments, but no
lookahead. Second, any following word in the phrase that has no pitch
accent should be given less prominence. That is what “overriding” means.
But at the moment of assigning pitch accent, the Prosody Generator need
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not know these following words. It will implement this requirement as
further words are received for processing. In short, pitch accent can be
assigned on a purely incremental basis.

The Nuclear-Stress Rule says: Assign primary stress to the last nonana-
phoric word in a major category or sentence (at least, this is one of its many
formulations).

Selkirk’s (1984a) treatment of thxs rule in terms of metrical grids was
discussed in chapter 8 above. In each major phrase, so many beats are
added to the accented syllable of the last word that it becomes the most
stressed word in the phrase. Take the sentence The sixteen dollars were lost.
After beat movement on sixteen, the grid looks like this:

(13) X X X
X X X X X X
X X X X X X X

the six teen dol lars suf ficed
The subject NP, the sixteen dollars, has dollars as its last word. To have
primary stress in the phrase (i.e., more stress than sixteen), it needs one
additional best:

(14) X
X X X
X X X X X X
X X X X X X X

the six teen dollars suf ficed

But the Nuclear-Stress Rule will apply again on the level of the sentence
as a whole. Here sufficed is the last word of the constituent. It needs two
extra beats to surpass the stress of dollars. The end result is this:

(15) X
X X

X x X

X x X X x X

X X X X X X

the six teen dol lars suf ficed

What does the Prosody Generator have to know in order to apply the
Nuclear-Stress Rule? Can it generate the correct metrical pattern just going
from left to right without knowledge of later surface structure? It can in the
following way: In going from left to right, the Generator checks whether
each word completes a major constituent. If a word does so, its stress is
increased just enough to surpass the stress of all other words in the phrase.
This, of course, requires a record of previous stress assignments in the
phrase. But it requires no preview. The nuclear stress on dollars is indepen-
dent of what follows. It is, in particular, independent of the later nuclear
stress on sufficed. But the Prosody Generator must keep a record of
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previous surface structure. When it gets to sufficed and notices that it
completes a sentence, it must know where the sentence began, since sufficed
is to be given more stress than any other element in the sentence. In short:
The incremental assignment of nuclear stress requires memory of phrase
structure and of previous stress assignments, but no lookahead.

One complication (which doesn’t affect this conclusion) is the assign-
ment of pitch accent. If the phrase doesn’t contain a pitch accent, the
procedure goes as outlined. If there is a pitch accent, the rule doesn’t
apply; it is “overridden.” If there are two or more pitch accents and the
phrase-final word has a pitch accent, then the Nuclear-Stress Rule applies
again, and it gives the phrase-final pitch-accented element the highest
prominence. ,

It is, therefore, safe to say that the metrical “preprocessing” does not
require lookahead, but only memory. Thus, beat movement can always
apply with one-word lookahead, i.e., after the next word’s “‘preprocessed”
metrical pattern has been computed. And this preprocessing requires no
lookahead. Beat Movement is one of three “grid euphony rules,” which
create the alternating rhythm in speech. We will leave the other two rules,
Beat Addition and Beat Deletion, untouched here. They do not change the
picture, as they require no more preview than the stress level of the next
word’s first syllable.

However, potential “domino” effects must be discussed. Consider Beat
Movement again. The current word’s stress pattern shifts because of the
next word’s. But then, couldn’t the current word’s adapted stress pattern
affect the previous word’s? Theoretically, it could. For example:

(16) sixtEEn abstrAct pAlntings —
sixtEEn Abstract pAlntings —
sIxteen Abstract pAlntings

Here, the clash with pAIntings requires abstr Act to become Abstract. This,
however, causes a stress clash with sixt EEn, which requires it to change to
sIxteen. And indeed, this would be the ““ideal delivery” of this phrase. This
ideal delivery requires a two-word lookahead. But there is, of course, no
theoretical upper limit on the domino effect; any amount of lookahead may
be required. What is the psycholinguistic consequence?

What we called “preprocessing” (i.e., the assignment of pitch accent and
nuclear stress to basic word patterns) is not subject to the domino effect. A
speaker can always do this incrementally, without any previewi